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Ratings meet reviews in the monitoring of online products and services

Qiao Liang and Kaibo Wang

Tsinghua University, Beijing, China

ABSTRACT
User-generated content including both review texts and user ratings provides important
information regarding the customer-perceived quality of online products and services. This
article proposes a modeling and monitoring method for online user-generated content. A
unified generative model is constructed to combine words and ratings in customer reviews
based on their latent sentiment and topic assignments, and a two-chart scheme is proposed
for detecting shifts of customer responses in dimensions of sentiments and topics, respect-
ively. The proposed method shows superior performance in shift detection, especially for
the sentiment shifts in customer responses, based on the results of simulation and a
case study.

KEYWORDS
control charts; joint
sentiment-topic model;
statistical process control;
user-generated content

1. Introduction

Because of the rise of e-commerce worldwide, large
amounts of online user-generated content including
both product review texts and ratings have become
available in recent years. On some large online shop-
ping websites like Amazon and Taobao, users are
encouraged to give a general rating score (e.g., 1–5
star) for the products they bought and write a review
text to complement the rating. The user-generated
content provides important information regarding the
customer-perceived quality, with user ratings indicat-
ing the latent sentiment polarities and review texts
containing topics (or quality characteristics) behind
the rating. They have been extensively used for vari-
ous purposes in previous research, for example, to
evaluate various dimensions of service quality (Duan
et al. 2013; Sperkova, Vencovsky, and Bruckner 2015),
to make predictions on a user’s preferences and build
recommender systems (Ling, Lyu, and King 2014; Xu,
Lam, and Lin 2014).

The monitoring of customer responses based on
these user-generated content data is highly desired, as
it helps to figure out the current state of online prod-
ucts as well as their service process and plays an
important part in the quality control of the after-sales
stage. Statistical process control (SPC) is an efficient
tool for monitoring various quality characteristics and
has been widely used in many cases (Montgomery
2012; Woodall and Montgomery 2014). A

conventional SPC framework is designed for the
mechanical process, in which the control charts serve
as tools for monitoring responses of the equipment
and the mechanized environments. This study
explores the applications of SPC methods on the user-
generated content, with its focus on the monitoring of
customer responses to the online service process.
Applications of this research make it possible to
quickly detect the hidden evolution in customer opin-
ions and improve the customer perceived quality of
online products and services.

Although the use of text data has attracted some
interest in process-monitoring applications (e.g.,
Ashton, Evangelopoulos, and Prybutok 2014, 2015; Lo
2008), the research in this area is still shallow. Our
previous work in Liang and Wang (2019) applied
review texts to the monitoring of online products and
services by using the quality characteristics extracted
via text processing algorithms. Despite that review,
texts can serve individually as an efficient tool for
evaluating the product quality and interpreting the
topics behind, they could be unstable due to the low
density of valid information. For example, customers
might not be patient enough to give a detailed review
text to accompany the rating, and most collected
review texts in real applications are short or suffer
from low “signal to noise ratio” with large amounts of
spam content, unhelpful opinions, as well as highly
subjective and misleading information (Lu et al.
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2010). Moreover, each review text needs to be prepro-
cessed by filtering out the nonwords and stop words
in it, leaving only the informative words. By contrast,
ratings tend to show higher availability and lower
noise in spite of lacking topic-related information,
and the latent topics/sentiments can be extracted
more appropriately with the help of the overall ratings
(Li et al. 2015). In consideration of the circumstances
above, both types of data are combined and mutually
complemented in this study for jointly improving the
process monitoring of online products and services.

The focus of this article is to develop a modeling
and phase-II monitoring approach for online cus-
tomer reviews composed of both text words and user
ratings. Compared with the continuous or categorical
quality characteristics monitored in the conventional
SPC framework, it takes more effort to characterize
and integrate the features embedded in review texts
and ratings for the task of monitoring. The contribu-
tion of this article is three-fold. First, we propose a
novel method to combine review texts seamlessly with
user ratings with a joint generative sentiment-topic
model, and an efficient Gibbs sampling method is
derived for model inference. Second, a two-chart
scheme is proposed for simultaneously detecting shifts
in dimensions of user sentiments and topics. Third, a
comparison between words and ratings in reviews is
demonstrated, and an insight into their properties in
the classification and estimation of latent sentiments
is achieved.

The remainder of this paper is organized as follows.
Section 2 presents the existing methods for modeling
review texts and ratings. Section 3 proposes a method
for monitoring product review words and ratings
jointly in both offline and online stages. Section 4 per-
forms a case study to show the implementation of the
proposed method in practice. Section 5 conducts a
simulation study to evaluate the performance of the
proposed method and compare it with another alter-
native. Section 6 discusses the informative comparison
between words and ratings in recognizing sentiments,
and Section 7 concludes the article.

2. Related work

2.1. Text modeling

Different from other structured data that can be dir-
ectly used for monitoring, the documents of review
texts need to be processed into quantitative results
through text modeling algorithms. A group of meth-
ods that enable the classification of sentiments and
the extraction of topics simultaneously in text

documents have been extensively studied recently.
Mei et al. (2007) proposed the topic sentiment mix-
ture (TSM) model, the first unified probabilistic
approach to model topics and sentiments simultan-
eously, based on the probabilistic latent semantic
indexing (pLSI) model (Hofmann 1999). To solve the
problem in the TSM model that induced distributions
of the sentiment words are universal and independent
of topics, Titov and McDonald (2008b) built topics to
represent the rating aspects of customer reviews based
on the proposed multi-grain latent Dirichlet allocation
(MG-LDA) model, and they extended the model in
their subsequent research work, namely the multi-
aspect sentiment (MAS) model (Titov and McDonald
2008a), by aggregating sentiment text for the senti-
ment summary of each rating aspect extracted from
MG-LDA. Unlike MAS, which works on a supervised
setting with each aspect required to be rated, the joint
sentiment-topic (JST) model proposed by Lin and He
(2009) is fully unsupervised. The JST model is an
extended version of the state-of-the-art topic model,
latent Dirichlet allocation (LDA) (Blei, Ng, and Jordan
2003), by adding a sentiment layer to the three-layer
structure of LDA. It defines a four-layer probabilistic
structure in which each document d is quantified by a
multinomial distribution pd over sentiments and a set
of multinomial distributions hd, l over topics condi-
tioned on each sentiment label l, and each word in
the document is sampled from a multinomial distribu-
tion /l, z over vocabulary f1, :::,Vg conditioned on
the word sentiment label l and topic label z. The gen-
erative process of documents d ¼ 1, :::,D composed of
individual words in the JST model is presented as fol-
lows (see graphical model in Figure 1(a)):

� For each combination of sentiment label l 2
f1, . . . , Sg and topic label z 2 f1, . . . ,Kg :
� Let the word counts under sentiment l and

topic z follow a multinomial distribution over
vocabulary f1, . . . ,Vg with coefficient vec-
tor /l, z � Dirichletðbl, zÞ:

� For each document d 2 f1, . . . ,Dg :
� Let the sentiment assignment counts of words

in d follow a multinomial distribution over sen-
timents f1, . . . , Sg with coefficient vec-
tor pd � DirichletðcÞ:

� Conditioned on each sentiment label l 2
f1, . . . , Sg, let the topic assignment counts of
words in d follow a multinomial distribution
over topics f1, . . . ,Kg with coefficient vec-
tor hd, l � DirichletðalÞ:

� For the ith word wi, i ¼ 1, . . . , nd :
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� Sample the word sentiment assign-
ment li � MultinomialðpdÞ:

� Sample the word topic assignment zi �
Multinomialðhd, liÞ conditioned on the senti-
ment li.

� Given the word sentiment label li and topic
label zi, sample a specific word from vocabu-
lary: wi � Multinomialð/li, ziÞ:

The reverse joint sentiment-topic (reverse-JST)
model is like a twin version of the JST model that
exchanges the sampling sequence of topics and senti-
ments in the generative process (Lin et al. 2012). Both
models map each document to its document-level dis-
tributions over sentiments and topics, explaining the
co-occurrence rule among words based on the latent
sentiment and topic labels they share.

2.2. Ratings meet reviews

The joint modeling of ratings and review texts is
more challenging due to the entirely different data

types they present. Most efforts of current research
are focused on the recommender systems (e.g., Diao
et al. 2014; Ling, Lyu, and King 2014; Xu, Lam, and
Lin 2014;) that achieve better predictive accuracy for
user ratings with the help of incorporating the review
texts, or on the aspect-based opinion mining (e.g., Li
et al. 2015; Wang, Lu, and Zhai 2011) that identifies
aspects from review texts and reveals ratings on these
aspects. A common method (e.g., McAuley and
Leskovec 2013; Wang and Blei 2011) is to model user
ratings with the latent features of users and product
items through matrix factorization, and item features
are aligned with the item topic distribution extracted
from review texts through the topic models like LDA.
A shortage of such an approach is that there is an
obvious discrepancy between the item topic distribu-
tion obtained from the topic model and the item fea-
ture vector from the matrix factorization. Another
type of method (e.g., Ling, Lyu, and King 2014;
Wang, Lu, and Zhai 2011) is to combine the generat-
ing process of both review texts and ratings in a joint
probabilistic model, which avoids bridging the gap

Figure 1. Graphical representations of (a) JST, (b) JST-RMR, and (c) sequential JST-RMR.
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between the topic distribution and the feature vector
of items. For example, the ratings meet reviews
(RMR) model proposed by Ling, Lyu, and King
(2014) extended the probabilistic topic model of LDA
by incorporating the generative process of ratings that
was also decided by their latent topic labels. By con-
necting ratings and review texts based on the same
item topic distribution, the RMR model provided a
novel way to combine a review topic model seamlessly
with a rating model.

3. Methodology

This study focuses on the joint modeling and moni-
toring of text words and rating scores in online cus-
tomer reviews. In this section, we will introduce the
proposed method in the offline training stage that
prepares for the modeling of review words and ratings
and in the online monitoring stage that detects shifts
in customer responses throughout the process.

3.1. Offline training

The stage of offline training aims to model words and
ratings based on their latent sentiment/topic labels. As
we have introduced in Section 2.2, the RMR model
(Ling, Lyu, and King 2014) proposed a joint genera-
tive structure for combining a topic model seamlessly
with a rating model. It assigned a topic label to each
observed rating, and this label explained the latent
dimension valued by users in the recommender sys-
tem. Similarly, we plan to incorporate user ratings
with review words through a joint generative model
in this study.

3.1.1. Model formulation
In order to model review words and ratings jointly,
we propose a joint sentiment-topic model in scenarios
that ratings meet reviews (JST-RMR). Assume that we
have a corpus made of a collection of documents d ¼
1, :::,D: Each document d is defined as a collection of
nd words and md ratings, where each word is an
observation from the vocabulary f1, :::,Vg and each
rating is an item from the given rating scales
f1, :::,Rg: Let S be the number of sentiment labels
and K be the number of topics. We follow the
assumption of the JST model introduced in Section
2.1 that each document d is represented by an S-
dimension multinomial sentiment distribution pd and
a set of K-dimension multinomial topic distributions
hd, l conditioned on each sentiment label l ¼ 1, :::, S:
The document-level sentiment and topic distributions

indicate how likely the current document fits a spe-
cific sentiment and topic, respectively. Each word is
assumed to be generated from the V-dimension multi-
nomial word distribution /l, z conditioned on the
word sentiment label l and topic label z, while each
rating is generated from the R-dimension multinomial
rating distribution ll only conditioned on its senti-
ment label l, considering that ratings provide only the
general orientation of sentiments. Similar to the ear-
lier probabilistic generative models such as JST and
LDA, the observations in a document (including both
words and ratings in this study) are conditionally
independent given the document-level distributions
over sentiments and topics.

In the offline training stage, each customer review
that is composed of a review text and a rating with
given scales (e.g., 1 to 5) is treated as a document. A
formal generative process of the collection of docu-
ments (or customer reviews) d ¼ 1, :::,D is presented
as follows (see graphical model in Figure 1(b)):

� For each combination of sentiment label l 2
f1, . . . , Sg and topic label z 2 f1, . . . ,Kg :
� Let the word counts under sentiment l and

topic z follow a multinomial distribution over
vocabulary f1, . . . ,Vg with coefficient vec-
tor /l, z � Dirichletðbl, zÞ:

� For each sentiment label l 2 f1, . . . , Sg :
� Let the rating counts under sentiment l follow a

multinomial distribution over rating scales
f1, . . . ,Rg with coefficient vec-
tor ll � DirichletðdlÞ:

� For each document d 2 f1, . . . ,Dg :

� Let the sentiment assignment counts of words
and ratings in d follow a multinomial distribu-
tion over sentiments f1, . . . , Sg with coefficient
vector pd � DirichletðcÞ:

� Conditioned on each sentiment label l 2
f1, . . . , Sg, let the topic assignment counts of
words in d follow a multinomial distribution
over topics f1, . . . ,Kg with coefficient vec-
tor hd, l � DirichletðalÞ:

� For the ith word wi in document d:
� Sample the word sentiment assign-

ment li � MultinomialðpdÞ:
� Sample the word topic assignment zi �

Multinomialðhd, liÞ conditioned on the senti-
ment li.

� Given the word sentiment label li and topic
label zi, sample a specific word from vocabu-
lary: wi � Multinomialð/li, ziÞ:
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� For the rating in document d:
� Sample the rating sentiment assign-

ment l � MultinomialðpdÞ:
� Given the rating sentiment label l, sample a

specific rating scale …

The hyperparameters b, d, c, and a provide the
prior information before any actual words and ratings
are observed. For example, cl and al, z can be inter-
preted as the prior observation counts of the senti-
ment l sampled from a document and the topic z
associated with sentiment l sampled from a document,
respectively. Similarly, bl, z,w and dl, r can be treated as
the prior number of times that the word w is associ-
ated with sentiment label l and topic label z in the
corpus and that the rating r is associated with senti-
ment label l in the corpus, respectively.

Compared with the generative process in the JST
model (see Section 2.1), JST-RMR incorporates a mix-
ture of multinomial distributions over rating scales.
Individual words and ratings in a document are con-
nected based on the same document-level sentiment
distribution.

3.1.2. Model inference
A target of the application of JST-RMR in the offline
training stage is to estimate the joint sentiment/topic-
word distribution / and the sentiment-rating distribu-
tion l from the corpus of customer reviews. For
model inference, we use Gibbs sampling (Griffiths and
Steyvers 2004) for sequentially sampling each variable
of interest (i.e., latent topic label z and sentiment label
l) from the distribution over that variable given the
current values of all other variables and the observed
data. For example, we need to specify the following
conditional probability of sampling the sentiment label
li and topic label zi for the observed word wi in the
document d:

Pðli, zijw, z�i, l�iÞ /
Pðlijl�iÞPðzijli, l�i, z�iÞPðwijli, zi, l�i, z�i,w�iÞ:

[1]

The superscript i hereafter denotes the data quan-
tity excluding its ith position. Specifically, the first
term in Eq. [1] can be presented as

Pðlijl�iÞ /
ð
pd

PðlijpdÞPðpdjl�iÞ dpd, [2]

which can be estimated by the posterior distribution
of pd :

Pðpdjl�iÞ / PðpdÞPðl�ijpdÞ: [3]

Because PðpdÞ is DirichletðcÞ and conjugate to
Pðl�ijpdÞ, the posterior is also a Dirichlet distribution
with its mean value as

Pðlijl�iÞ ¼ n�i
d, li

þmd, li þ cli
n�i
d þmd þ

P
l cl

, [4]

where nd and md are the total number of words
and ratings in the document d, nd, l and md, l are the
number of times that the sentiment label l has been
assigned to the words and ratings, respectively, in the
document d.

Similarly, the second term in Eq. [1] can be repre-
sented as the posterior estimation of hd, li :

Pðzijli, l�i, z�iÞ ¼ n�i
d, li, zi

þ ali, zi
n�i
d, li

þP
z ali , z

, [5]

where nd, l, z is the number of times that a word in the
document d is associated with the sentiment label l
and topic label z. For the third term in Eq. [1], its
posterior estimation is obtained by integrating out /

as

Pðwijli, zi, l�i, z�i,w�iÞ ¼ n�i
li, zi,wi

þ bli, zi ,wi

n�i
li, zi

þP
w bli, zi,w

, [6]

where nl, z is the number of words assigned with
the sentiment label l and topic label z in the corpus
and nl, z,w is the number of times that the word w is
associated with the sentiment label l and topic label z
in the corpus.

By combining the results in Eq. [4], Eq. [5], and
Eq. [6], the expression for the full conditional prob-
ability in Eq. [1] is

Pðli, zijw, z�i, l�iÞ / n�i
d, li

þmd, li þ cli
n�i
d þmd þ

P
l cl

� n�i
d, li , zi

þ ali, zi
n�i
d, li

þP
z ali, z

� n�i
li, zi,wi

þ bli, zi,wi

n�i
li , zi

þP
w bli, zi,w

:

[7]

With a similar procedure, we sample the sentiment
label li for the observed rating ri in the document d
according to the following conditional probability:

Pðlijr, l�iÞ / Pðlijl�iÞPðrijli, r�i, l�iÞ
¼ nd, li þm�i

d, li
þ cli

nd þm�i
d þP

l cl
� m�i

li, ri
þ dli, ri

m�i
li
þP

r dli, r
,

[8]

where ml is the number of times that a rating is
assigned to the sentiment label l in the corpus and
ml, r is the number of times that the rating r is associ-
ated with the sentiment label l in the corpus.
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When the Markov chain performed by the Gibbs
sampler becomes stable, the distribution of words
under the sentiment label l 2 f1, :::, Sg and the topic
label z 2 f1, :::,Kg is approximated as

ûl, z,w ¼ nl, z,w þ bl, z,w
nl, z þ

P
w bl, z,w

, w ¼ 1, :::,V , [9]

and the distribution of ratings under the sentiment
label l 2 f1, :::, Sg is

l̂l, r ¼
ml, r þ dl, r
ml þ

P
r dl, r

, r ¼ 1, :::,R: [10]

The Gibbs sampling procedure of the JST-RMR
model is shown in Algorithm 1.

Algorithm 1 Gibbs sampling procedure of JST-
RMR in the offline stage

Input: Prior parameters b, d, c, a:
Output: Word distribution / and rating distribu-

tion l:

1: Assign initial topic/sentiment labels to all words/
ratings at random.

2: for each Gibbs sampling iteration do
3: for each document d 2 f1, :::,Dg do
4: for each word w in d do
5: Exclude w associated with its sentiment

label l and topic label z from variables
nd, nd, l, nd, l, z, nl, z, nl, z,w:

6: Sample a new sentiment-topic combin-
ation for w based on Eq. [7].

7: Update variables nd, nd, l, nd, l, z, nl, z, nl, z,w
by incorporating the new sentiment/topic label of w.

8: end for
9: for rating r in d do
10: Exclude r associated with its sentiment

label l from variables ml, ml, r, md, md, l:

11: Sample a new sentiment assignment for
r based on Eq. [8].

12: Update variables ml, ml, r, md, md, l by
incorporating the new sentiment label of r.

13: end for
14: end for
15: end for
16: Estimate / and l based on Eq. [9] and

Eq. [10].

3.2. Online monitoring

In this stage, daily collected words and ratings in cus-
tomer reviews are represented by their latent distribu-
tions over sentiments and topics through a sequential
version of JST-RMR model, and these distributions
are subsequently monitored for controlling the

ongoing process of online products and services.
Specifically, we focus on the quantitative evolution
(Dermouche et al. 2014) that indicates the change in
proportion of data discussing a specific sentiment-
topic combination, and this evolution represents the
shift in customer opinions on quality concerns.

3.2.1. Sequential JST-RMR model
For the purpose of daily monitoring, we define a cor-
pus composed of documents dt , t ¼ 1, :::,T, in which
each document dt is a collection of ndt words and mdt

ratings gathered from customer reviews in the tth day.
In this stage, we treat a document in one day as the
unit to be monitored. With a sequential JST-RMR
model, the documents are represented by their latent
document-level sentiment distribution p and topic
distribution h: A sequential generative process of
documents d1, :::, dT with sequential JST-RMR model
is described as follows (see graphical model in
Figure 1(c)):

� For the tth document dt , t ¼ 1, . . . ,T :

� Let the sentiment assignment counts of words
and ratings in dt follow a multinomial distribu-
tion over sentiments f1, . . . , Sg with coefficient
vector pt � Dirichletðqðndt þmdtÞpt�1Þ:

� Conditioned on each sentiment label l 2
f1, . . . , Sg, let the topic assignment counts of
words in dt follow a multinomial distribution
over topics f1, . . . ,Kg with coefficient vec-
tor ht, l � Dirichletðqndtpt�1, lht�1, lÞ:

� For the ith word wi, i ¼ 1, . . . , ndt :
� Sample the word sentiment assign-

ment li � MultinomialðptÞ:
� Sample the word topic assignment zi �

Multinomialðht, liÞ conditioned on the senti-
ment li.

� Given the word sentiment label li and topic
label zi, sample a specific word from vocabu-
lary: wi � Multinomialð/li, ziÞ:

� For the ith rating ri, i ¼ 1, . . . ,mdt :
� Sample the rating sentiment assign-

ment li � MultinomialðptÞ:
� Given the rating sentiment label li, sample a

specific rating scale ri � MultinomialðlliÞ:
Documents are temporally correlated under the

Markov assumption. .. and ht are assumed to be gen-
erated from their prior Dirichlet distributions condi-
tioned on pt�1 and ht�1, and a weighting parameter q
is used for adjusting the influence of the prior.
Specifically, the first document d1 as well as p1 and h1
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are generated from the target sentiment distribution
pð0Þ and topic distribution hð0Þ, which supply the
prior information at the beginning of online monitor-
ing. The word distribution / and rating distribution l

estimated in the offline stage (see Section 3.1) are dir-
ectly used in this process.

According to the generative model above, docu-
ments are represented by two sets of latent variables,
namely, the document-level sentiment distribution p

and the document-level topic distribution h condi-
tioned on sentiments. Gibbs sampling is used in the
same way for approximating these variables at each
time stamp. For example, the conditional posterior for
sampling the sentiment label li and the topic label zi
for the ith observed word wi in the document dt is
obtained by

Ptðli, zijz�i, l�i,/Þ
/ Ptðlijl�iÞPtðzijli, z�i, l�iÞPtðwijli, zi,/Þ

¼ n�i
dt , li

þmdt , li þ qðn�i
dt
þmdtÞpt�1, li

ðn�i
dt
þmdtÞð1þ qÞ �

n�i
dt , li, zi

þ qn�i
dt
pt�1, liht�1, li, zi

n�i
dt , li

þ qn�i
dt
pt�1, li

� uli, zi,wi
:

[11]

Similarly, the ith observed rating ri in the docu-
ment dt is assigned with its sentiment label li accord-
ing to the following probability:

Ptðlijl�i, lÞ / Ptðlijl�iÞPtðrijli, lÞ
¼ ndt , li þm�i

dt , li
þ qðndt þm�i

dt
Þpt�1, li

ðndt þm�i
dt
Þð1þ qÞ � lli, ri :

[12]

A sample obtained from the Markov chain per-
formed by the Gibbs sampler can be used to approxi-
mate the posterior distribution of sentiments for the
tth document as follows:

p̂t, l ¼ ndt , l þmdt , l þ qðndt þmdtÞp̂t�1, l

ðndt þmdtÞð1þ qÞ
¼ ndt , l þmdt , l

ndt þmdt
� 1
1þ q

þ p̂t�1, l � q
1þ q

, l ¼ 1, :::, S,

[13]

where a total number of ndt words and mdt ratings in
the document dt are equally used for the estimation of
document-level sentiments. A general weighting
mechanism between words and ratings has been
explored in the Appendix. Moreover, the posterior
distribution over topics under the sentiment label l 2
f1, :::, Sg in the tth document is given by

ĥt, l, z ¼ ndt , l, z þ qndt p̂t�1, lĥt�1, l, z

ndt , l þ qndt p̂t�1, l

� ndt , l, z
ndt , l

� 1
1þ q

þ ĥt�1, l, z � q
1þ q

, z ¼ 1, :::,K:

[14]

Eq. [13] and Eq. [14] present the posterior estima-
tions of p and h with the exponentially weighted mov-
ing average (EWMA)-like version, where 1=ð1þ qÞ
plays the role of the smoothing parameter k in
EWMA (empirically set at 0.3 in this study). Changes
in document-level sentiments and topics are accumu-
lated over time in this way. Moreover, the distribu-
tions of sentiments are estimated by words and
ratings jointly, while only words are considered in the
estimation of topic distributions as ratings are not
assigned with topic labels. The Gibbs sampling pro-
cedure of the sequential JST-RMR is shown in
Algorithm 2.

Algorithm 2 Gibbs sampling procedure of sequen-
tial JST-RMR in the online stage

Input: Word distribution /, rating distribution l,
target sentiment distribution pð0Þ, and topic distribu-
tion hð0Þ:

Output: Document-level sentiment distribution pt
and topic distribution ht:

1: Assign initial topic/sentiment labels to all words/
ratings at random.

2: for each document dt do
3: for each Gibbs sampling iteration do
4: for each word w in dt do
5: Exclude w associated with its sentiment

label l and topic label z from variables ndt , ndt , l, ndt , l, z:
6: Sample a new sentiment-topic combin-

ation for w based on Eq. [11].
7: Update variables ndt , ndt , l, ndt , l, z by incor-

porating the new sentiment/topic label of w.
8: end for
9: for each rating r in dt do
10: Exclude r associated with its sentiment

label l from variables mdt ,mdt , l:

11: Sample a new sentiment assignment for
r based on Eq. [12].

12: Update variables mdt ,mdt , l by incorpo-
rating the new sentiment label of r.

13: end for
14: end for
15: Estimate pt and ht based on Eq. [13] and

Eq. [14].
16: end for
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3.2.2. Control charts
Considering that the state of customer responses is
reflected by the document-level sentiment and topic dis-
tributions estimated above, we conduct the following
hypothesis test to check the shifts in user sentiments
and topics simultaneously for the tth document:

H0 : pt ¼ pð0Þ and ht ¼ hð0Þ,
H1 : pt 6¼ pð0Þ or ht 6¼ hð0Þ:

[15]

The Kullback–Leibler (KL) divergence (Kullback
1959) is used for measuring the distance between the
estimated document-level sentiment/topic distributions
and their target values. For example, the KL divergence
(also known as relative entropy) between the tth esti-
mated joint sentiment-topic distribution P̂tðl, zÞ and the
in-control (IC) joint distribution P0ðl, zÞ is defined as

DKLðP̂tðl, zÞ, P0ðl, zÞÞ ¼
XS
l¼1

XK
z¼1

P̂tðl, zÞ log P̂tðl, zÞ
P0ðl, zÞ :

[16]

This distance measure is nonnegative, and it is
equal to zero if and only if P̂tðl, zÞ ¼ P0ðl, zÞ for every
sentiment category l and topic category z. In addition,
this divergence can be further decomposed into the
following independent terms:

DKLðP̂tðl, zÞ,P0ðl, zÞÞ
¼

XS
l¼1

XK
z¼1

P̂tðl, zÞ log P̂tðl, zÞ
P0ðl, zÞ

¼
XS
l¼1

P̂tðlÞ log P̂tðlÞ
P0ðlÞ þ

XS
l¼1

P̂tðlÞ
XK
z¼1

P̂tðzjlÞ log P̂tðzjlÞ
P0ðzjlÞ

¼ DKLðP̂tðlÞ,P0ðlÞÞ þ
XS
l¼1

P̂tðlÞ � DKLðP̂tðzjlÞ,P0ðzjlÞÞ

¼ DKLðp̂t , pð0ÞÞ þ
XS
l¼1

p̂t, l � DKLðĥt, l, hð0Þl Þ,

[17]

where the first term represents the distance
between the conditioning variables (i.e., sentiments)
and the second term represents the distance between
the conditioned variables (i.e., topics).

Kullback (1959) has shown that the KL divergence
(multiplied by a constant) between a c-category multi-
nomial distribution P(x) and its estimated distribution
P̂ðxÞ is asymptotically chi-squared distributed with
c� 1 degrees of freedom:

2N � DKLðP̂ðxÞ,PðxÞÞ !
X
x2X

ðnðxÞ � NPðxÞÞ2
NPðxÞ � v2c�1,

[18]

where N is the size of a sample from the popula-
tion distributed by P(x), n(x) is the count of observa-
tions that is assigned to category x in the sample, and
the estimation of P(x) is given by P̂ðxÞ ¼ nðxÞ=N:

In this study, we propose a two-chart control
scheme by implementing the KL divergence in the
dimensions of sentiments and topics, respectively.
Based on the decomposed terms in Eq. [17], the pro-
posed charting statistics of individual charts are
defined as

Qsentiment
t ¼ 2ðNt þMtÞ � DKLðp̂t, pð0ÞÞ

¼ 2ðNt þMtÞ �
XS
l¼1

p̂t, l log
p̂t, l

pð0Þl

,
[19]

Qtopic
t ¼ 2Nt �

XS
l¼1

p̂t, lDKLðĥt, l, h
ð0Þ
l Þ

¼ 2Nt �
XS
l¼1

p̂t, l

XK
z¼1

ĥt, l, z log
ĥt, l, z

hð0Þl, z

,

[20]

where Nt ¼ ð1þ qÞndt is the total sample size of
review words composed of ndt actual assignment
counts and qndt prior virtual counts in the tth docu-
ment, and similarly, Mt ¼ ð1þ qÞmdt is the total sam-
ple size of ratings. Variables in Eq. [19] and Eq. [20]
are independent of each other, and they measure the
shifts on document-level sentiments and sentiment-
conditioned topics, respectively. Considering that the
above two variables are in different scales, we do not
sum them up for joint monitoring as in the previous
work (Liang and Wang 2019); instead, a two-chart
scheme is constructed for monitoring Qsentiment

t and
Qtopic

t separately. An out-of-control (OC) signal is trig-
gered when either Qsentiment

t > Lsentiment or Qtopic
t >

Ltopic, where Lsentiment and Ltopic are the control limits
chosen for individual charts based on a specific reject
region. We name it the sequential JST-RMR scheme.

Based on the property in Eq. [18], Qsentiment
t and

Qtopic
t are asymptotically chi-squared distributed in the

IC state with S� 1 and SðK � 1Þ degrees of freedom,
respectively. However, as the assignments of senti-
ments and topics for multinomial estimation in prac-
tice are not obtained from actual i.i.d. observations
but from the results of Gibbs sampling, the accurate
distributions of Qsentiment

t and Qtopic
t are more compli-

cated than the chi-square distribution. Thus, the con-
trol limits for individual charts in this study are
obtained through simulations such that a specified
overall IC average run length (IC-ARL) of the two-
chart scheme is achieved.
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3.2.3. Diagnosis
Besides detecting shifts in the process, it is important
to identify the root cause of the observed shift. For
example, a targeted quality improvement requires fig-
uring out the topic or quality aspect in which custom-
ers show their sentiment shifts. The previous model in
Liang and Wang (2019) achieved diagnosis through
tracing the decomposed terms of the KL divergence.
We follow this procedure of diagnosis for identifying
the truly OC terms in this study. Specifically, the KL
divergence in Eq. [16] that measures the distance
between the estimated and the target joint sentiment-
topic distributions is decomposed into

DKLðP̂tðl, zÞ,P0ðl, zÞÞ
¼

XS
l¼1

XK
z¼1

P̂tðl, zÞ log P̂tðl, zÞ
P0ðl, zÞ

¼
XK
z¼1

P̂tðzÞ log P̂tðzÞ
P0ðzÞ þ

XK
z¼1

P̂tðzÞ
XS
l¼1

P̂tðljzÞ log P̂tðljzÞ
P0ðljzÞ

¼ DKLðP̂tðzÞ, P0ðzÞÞ þ
XK
z¼1

P̂tðzÞDKLðP̂tðljzÞ,P0ðljzÞÞ,

[21]

where the decomposed terms measure the shifts on
topics and topic-specific sentiments, respectively.
According to the decomposition above, the signal of
topic shifts in the tth document is defined as

Gt ¼ 2Nt � DKLðP̂tðzÞ, P0ðzÞÞ: [22]

And the signal of sentiment shifts conditioned on
the topic z 2 f1, :::,Kg in the tth document is repre-
sented by

Ut, z ¼ 2NtP̂tðzÞ � DKLðP̂tðljzÞ,P0ðljzÞÞ: [23]

In general, the signal that corresponds to the truly
OC term is supposed to grow significantly from its IC
state. As we do not have a direct per-document topic
distribution P̂tðzÞ and topic-specific sentiment distri-
butions P̂tðljzÞ, a transformation is conducted prior
to the diagnosis. For example, the marginal distribu-
tion over topic labels for the tth document is obtained
by

P̂tðzÞ ¼
XS
l¼1

P̂tðlÞP̂tðzjlÞ

¼
XS
l¼1

p̂t, lĥt, l, z, z ¼ 1, :::,K:

[24]

And the sentiment distribution conditioned on the
topic label z 2 f1, :::,Kg is given by

P̂tðljzÞ ¼ P̂tðlÞP̂tðzjlÞ
P̂tðzÞ

¼ p̂t, lĥt, l, zXS

l¼1
p̂t, lĥt, l, z

, l ¼ 1, :::, S:
[25]

3.3. Alternative approach: SRJST scheme

The sequential JST-RMR scheme incorporates the user
ratings that serve as an important part in the joint
monitoring. With an intention of seeing how much
the rating part of the mixed data would improve
monitoring, the previously proposed SRJST model
(Liang and Wang 2019) that considers only review
texts is regarded as a benchmark.

For a fair comparison, a two-chart scheme is built
based on the SRJST model to balance the shift detec-
tion in topics and sentiments. For each document
dt , t ¼ 1, :::,T, the SRJST model produces an estima-
tion of the document-level topic distribution P̂ 0

tðzÞ
and the topic-specific sentiment distribution P̂ 0

tðljzÞ
(differentiated by superscript 0 hereafter), which are
easily transformed into the document-level sentiment
marginal distribution P̂ 0

tðlÞ and the conditional topic
distribution P̂ 0

tðzjlÞ: Similarly, the independent varia-
bles to be monitored for the tth document in the two-
chart scheme of the SRJST are defined as

Q
0sentiment
t ¼ 2Nt � DKLðP̂ 0

tðlÞ, P0ðlÞÞ, [26]

Q
0topic
t ¼ 2Nt �

XS
l¼1

P̂ 0
tðlÞDKLðP̂ 0

tðzjlÞ,P0ðzjlÞÞ: [27]

The charting statistics above are only dependent on
Nt ¼ ð1þ qÞndt review words that are composed of
ndt actual assignment counts and qndt prior virtual
counts in the tth document.

4. Case study

In this section, an implementation of the proposed
scheme is demonstrated on the publicly available
Amazon data sets (McAuley et al. 2015). We modified
Phan’s Gibbs LDAþþ package1 for the model imple-
mentation. Specifically, we select the customer reviews
related to Dell computers in 2013 and 2014 from the
Amazon data sets. Data preprocessing is performed
on reviews by removing nonwords and stop words. In
addition, we stem words to their roots and delete the
infrequent words to reduce the vocabulary size. The

1http://gibbslda.sourceforge.net/
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final corpus includes a total of 63,630 ratings and
446,219 words.

4.1. Offline training

First, in the offline training stage, the proposed JST-
RMR model is applied on the collection of individual
reviews for training word distributions / and rating
distributions l (see Section 3.1). For the Dell com-
puter corpus, we set the number of sentiment classifi-
cations S¼ 2 (i.e., positive and negative) and the
number of topics K¼ 10 such that a high likelihood
(or low perplexity) on the held-out test set is achieved
(Blei, Ng, and Jordan 2003). We follow the symmetric
hyperparameter setting of a in Lin et al. (2012): al, z ¼
0:05n=ðS� KÞ, where n is the average number of
words in a document, and the value of 0.05 makes the
prior represented by a weighted as around 0.05 of the
actual observation counts in the document. Similarly,
we have dl, r ¼ 0:05M=ðS� RÞ, where M is the total
number of ratings in the corpus, and R is the total
number of rating scales. Asymmetric c is used in this
study to capture different correlations among senti-
ment labels. For the experimental corpus, cl is set to
1.6 for the positive sentiment l and 0.5 for the nega-
tive sentiment l by seeking the maximum likelihood
of the observed data (Huang 2005).

Considering that many words are commonly
treated as positive (e.g., “excellent”) or negative (e.g.,
“terrible”) regardless of the topics or domains
involved, we use the method in Lin et al. (2012) that
the sentiment classification of words is weakly super-
vised by incorporating a subjectivity lexicon into the
prior setting of hyperparameter b: We select 1,051
positive words and 2,145 negative words from the sen-
timent lexicon MPQA2 whose polarity orientations are
domain independent. For the positive sentiment l, we
set elements in bl to be 0 for the words in the nega-
tive list, 0.01 for other words. Similarly, for the nega-
tive sentiment l, we set elements of bl to be 0 for the
words in positive list, 0.01 for other words. This set-
ting enables that the words in sentiment lexicons can
only be drawn from the word distributions condi-
tioned on their corresponding sentiment labels.

The estimated word distributions conditioned on
combinations of topics and sentiments define the
probability of words arising from a specific topic-sen-
timent pair and explain the quality aspects embedded
in topics. The training results of word distributions
are presented in Table 1, which shows the most

frequent words under each topic-sentiment combin-
ation. Different performance aspects of Dell com-
puters are discovered, such as the battery (topic 1),
speed (topic 2), price (topic 9), and product appear-
ance (topic 10). There are also some aspects regarding
service quality, including shipping and return (topic
4) and warranty (topic 5).

Compared with word distributions, rating distribu-
tions are decided only by their latent sentiment labels.
Figure 2 shows the estimated probability density of 1
to 5 rating scales under positive and negative senti-
ment labels. The training result is natural and
expected that the positive sentiment corresponds to
higher user ratings and vice versa.

4.2. Control charts

We focus on the phase-II monitoring of daily col-
lected review documents including both words and
ratings in this case. Specifically, a total number of 150
documents from 6/20/2013 to 11/16/2013 are collected
as IC samples. In the phase-II monitoring, a set of 60
documents from 11/17/2013 to 1/15/2014 are collected
as phase-II samples and demonstrated in the proposed
control charts.

We set the smoothing parameter 1=ð1þ qÞ ¼ 0:3
for both schemes of sequential JST-RMR and SRJST.
Simulations with bootstrap resampling from IC docu-
ments are used for the approximation of control limits
such that the overall IC-ARL of 200 is achieved. We
assume that the individual charts that detect sentiment
and topic shifts, respectively, have the same IC-ARL.
Because the individual charting statistics are inde-
pendent, it is easy to show that the overall IC-ARL of
200 can be achieved once an IC-ARL of
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 200�1

p� ��1 ¼ 400 is selected for each indi-
vidual chart (Mukherjee, McCracken, and
Chakraborti 2015).

Figure 3 presents the control charts of sequential
JST-RMR and SRJST in 210 days from 6/20/2013 to
1/15/2014, with the first 150 documents as IC samples
and the subsequent 60 documents as phase-II samples.
It could be seen that the proposed method is effective
in detecting changes in phase-II samples. Both
schemes of sequential JST-RMR and SRJST trigger
their OC signals at the 160th sample. When looking
from individual charts of both schemes, shifts are
observed in dimensions of both sentiments and topics.
The topic charts of both schemes show similar per-
formance in topic-shift detection, while the sentiment
chart of sequential JST-RMR enables a quicker detec-
tion of sentiment shifts.2http://www.cs.pitt.edu/mpqa/

206 Q. LIANG AND K. WANG

http://www.cs.pitt.edu/mpqa/


We can see from Figure 3 that major shifts occur
during the time period from the 160th to the 175th
sample (11/26/2013–12/11/2013). The average daily
rating score in this period is 3.578, while the average

daily rating score in IC samples is 3.806. Moreover,
the average KL divergence between the joint senti-
ment-topic distribution in this period and its IC value
is 0.0386. By tracing the decomposed variables

Table 1. Top words under 20 topic-sentiment pairs.
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Positive Negative Positive Negative Positive Negative Positive Negative Positive Negative

Batteri time gb drive window window work amazon support review
Power hour processor hard xp instal new return servic problem
Life work ram dvd system system arriv ship call product
Hour problem memori cd use softwar great sent warranti custom
Charg start intel disk upgrad updat amazon day custom issu
Onli day core gb like upgrad well receiv tech servic
Star month ghz replac new xp receiv back fix mani
Use tri drive onli oper microsoft good seller new bad
Last use hard instal want driver box order help peopl
Suppli issu card extern work load ship replac phone say
Good week graphic ssd run run product send replac model
Work first fast optic learn oper time refund send never
Cord boot hd player still offic packag week repair seem
Plug turn cpu usb bit work fast took contact thing
New minut speed work machin viru happi repair ask think
Like back ssd ram better problem like time person compani
Becaus shut dual doe love mcafe order call even experi
Come got pentium use desktop use item anoth work fix
Doe sever gig space os version condit item technic updat
Adapt power perform tb win boot got compani tri see

Topic 6 Topic 7 Topic 8 Topic 9 Topic 10

Positive Negative Positive Negative Positive Negative Positive Negative Positive Negative

Internet usb game fan screen screen purchas purchas look look
Use port video littl keyboard key think year great design
Web wireless play doe touch keyboard best old like inspiron
Offic connect card run like button anoth buy good littl
Work card graphic onli mous touch price use size model
Program hdmi watch thing use mous want month work size
Surf failur movi heat nice use better replac recommend qualiti
Open wifi work sound good pad time ago light color
Load bluetooth great hot great click good last nice macbook
Fast slot good time realli type brand time easi feel
Download vga music bit light touchpad refurbish inspiron small howev
App onli high nois pad back product price design inch
Like internet well long fast press buy never love compar
Microsoft network stream speaker love bottom worth problem perfect less
Want monitor handl loud easi plastic recommend hp pretti bright
Run cabl fast bad better finger spend still weight pro
File problem perform lap backlit hand money befor machin heavi
Process speaker abl cpu resolut case like school want cheap
Page router enough put feel side new first carri notebook
Start plug email use well left happi work solid display

Figure 2. The distribution over ratings under (a) positive and (b) negative sentiment labels.
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measuring shifts of various dimensions (see Section
3.2.3), we find that such changes are mainly due to
increased negative sentiment under topics shipping
and return (topic 4), warranty (topic 5), and product
appearance (topic 10). Although an accurate identifi-
cation of the root case for such changes needs more

careful studies from different perspectives, it is prob-
ably reasonable to link the traditional shopping festi-
val at the end of November with this observed
phenomenon; factors such as soaring sales volume
and impulsive spending behavior may lead to deterio-
rated performance in the quality dimensions above.

Figure 3. Control charts of (a) sequential JST-RMR scheme and (b) SRJST scheme.
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5. Simulation

In this section, we evaluate the performance of the
proposed sequential JST-RMR scheme and the alterna-
tive SRJST scheme in detecting the shifts of docu-
ment-level sentiments and topics for simulated
documents through ARL comparisons. Given the
same IC-ARL (e.g., 370 in this study), the control
scheme with shorter OC-ARLs is assumed to outper-
form the other scheme.

5.1. Simulated documents

We have introduced the Dell computer data set in
Section 4. Based on the word distributions / and rat-
ing distributions l of the Dell computer corpus esti-
mated in Section 4.1, the simulated IC and OC
documents are generated by sampling words and rat-
ings from their respective distributions under various
sentiment and topic mixtures. For example, with the
IC joint sentiment-topic distribution P0ðl, zÞ, the
simulated IC documents d1, :::, dT are generated
as follows:

� For each document dt , t ¼ 1, . . . ,T :
� Draw the number of words ndt � PoissonðnÞ:
� Draw the number of ratings mdt � PoissonðmÞ:
� For the ith word wi, i ¼ 1, . . . , ndt :

� Draw the sentiment and topic assign-
ments li, zi � P0ðl, zÞ:

� Draw a specific word wi �
Multinomialð/li, ziÞ conditioned on the senti-
ment li and topic zi.

� For the ith rating ri, i ¼ 1, . . . ,mdt :
� Draw the sentiment assign-

ment li � P0ðlÞ ¼
P

z P0ðl, zÞ:
� Draw a specific rating ri � MultinomialðlliÞ

conditioned on the sentiment li.

5.2. Comparison results for shift detection

Different schemes are applied to the simulated documents
and compared according to their OC-ARLs in detecting
shifts of document-level sentiments and topics. The con-
trol limits of individual charts in each scheme are decided
through simulations so that each of the two individual
charts has the same IC-ARL of 740 and the resulting
two-chart combo scheme has an overall IC-ARL of 370.

First, the shift is assumed to occur only on the
document-level sentiment distribution PðljzÞ under a
specific topic label z, while the marginal topic distri-
bution P(z) remains unchanged. Table 2 shows the
comparison results (i.e., the OC-ARLs together with

their standard errors) of the proposed and alternative
methods under different word/rating ratios, in which
each ARL is approximated based on more than 10,000
replicates for the stability of results. The degree of
shifts is measured by the KL divergence between the
OC and IC joint sentiment-topic distributions.

The SRJST control scheme with an average number
of words n¼ 1,000 is regarded as the benchmark for
our comparison, which means that only the word part
in the mixed data is used. According to the results in
Table 2, the proposed sequential JST-RMR scheme per-
forms better than the benchmark, showing decreasing
OC-ARLs with an increasing number of ratings besides
words (i.e., m ¼ 100, 200, 500, 1, 000). This proves the
improvement resulting from the incorporation of rating
data. With an additional intention of comparing words
and ratings in improving sentiment shift detection, we
also present the results of SRJST scheme with different
average number of words (i.e.,
n ¼ 1, 100, 1, 200, 1, 500, 2, 000). The one-to-one com-
parisons (e.g., n¼ 1,100 to n ¼ 1, 000m ¼ 100,
n¼ 1,200 to n ¼ 1, 000m ¼ 200, n¼ 1,500 to n ¼
1, 000m ¼ 500, and n¼ 2,000 to n ¼ 1, 000m ¼ 1, 000)
show that bringing in ratings leads to higher improve-
ment than adding the same amount of words. The rea-
son why ratings speak louder than words in sentiment
shift detection is that ratings are more informative for
the task of sentiment classification and estimation, which
will be discussed in Section 6.

Moreover, we compare the results of detecting
topic shifts in Table 3 by assuming that only the
document-level topic distribution P(z) deviates from
its target value. The proposed sequential JST-RMR
scheme still performs better than the benchmark scen-
ario with only the word part (i.e., n¼ 1,000), and it
shows improving performances with an increasing
number of ratings. However, Table 3 presents the
opposite results when conducting the one-to-one
comparisons between the sequential JST-RMR scheme
and the SRJST scheme with the same total amount of
words and ratings. It shows that adding words instead
of incorporating the same amount of ratings results in
quicker detection of topic shifts. Words speak louder
than ratings in the case of topic shift detection
because ratings are assumed to have only sentiment
assignments, and they do not provide any information
regarding topics. The shift in topics could also lead to
the shift in marginal distribution over sentiments and,
through the detection of the latter one, ratings can
still help to improve the topic shift detection.
However, this detection is less sensitive compared
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with the detection of topic shifts directly based on the
latent topic labels of words.

5.3. Diagnosis

Once an OC signal is triggered, diagnosis is conducted
by tracing the decomposed variables (i.e., Gt and
Ut, z, z ¼ 1, :::, 10 in this case) that measure the topic
shifts and topic-specific sentiment shifts, respectively.
The variable showing the largest relative increase from
its IC value is supposed to note the truly OC term.
Table 4 presents the probability of identifying the
truly OC variables in different methods, with shifts
only on the topic distribution P(z) or only on one of
the topic-specific sentiment distributions PðljzÞ: It is
shown that the sequential JST-RMR method keeps the
desirable properties of diagnosis and produces similar
diagnostic accuracy with the benchmark method (i.e.,
n¼ 1,000). The incorporation of ratings (i.e.,
n ¼ 1, 000m ¼ 200) does not lead to better perform-
ance on diagnosis compared with the benchmark
scenario, while an increase in number of words (i.e.,
n¼ 1,200) does. Unlike words, ratings do not help in
diagnosis improvement because they provide only the
general tendencies of customer sentiments without
any topic-related explanations.

6. Informative comparison between words
and ratings

Both review words and ratings provide important
information in sentiment discovery, while ratings are
believed to be more informative in this task. In this
section, we plan to explore the comparison between
words and ratings and have an insight into
their properties.

6.1. Comparison of information gain

First, we can measure the information gain achieved
by both words and ratings in sentiment classifications
based on the results of Gibbs sampling. According to
the information theory by Shannon (1948), informa-
tion gain is defined as the amount of information that
is gained by knowing the value of a specific attribute,
which is the entropy difference between the distribu-
tions before and after the attribute is included. For
example, the information gain in the task of sentiment
classification (denoted by the sentiment distribution
P(l)) achieved by the ith word wi in the data set is
defined as
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IGðPðlÞ,wiÞ ¼ EntropyðPðlÞÞ � EntropyðPðljwiÞÞ

¼ �P
l PðlÞ log ðPðlÞÞ þ

P
l PðljwiÞ log ðPðljwiÞÞ

¼ �P
l

clP
k ck

log
clP
k ck

� �
þ
X
l

nl,wi

nwi

log
nl,wi

nwi

� �
:

[28]

And the information gain achieved by the ith rat-
ing ri in the data set is

IGðPðlÞ, riÞ ¼ EntropyðPðlÞÞ � EntropyðPðljriÞÞ

¼ �P
l PðlÞ log ðPðlÞÞ þ

P
l PðljriÞ log ðPðljriÞÞ

¼ �P
l

clP
k ck

log
clP
k ck

� �
þ
X
l

ml, ri

mri
log

ml, ri

mri

� �
:

[29]

The average information gain in sentiment classifi-
cation resulting from a word/rating is obtained by

IGðPðlÞ,wÞ ¼ P
i PðwiÞ � IGðPðlÞ,wiÞ,

IGðPðlÞ, rÞ ¼ P
i PðriÞ � IGðPðlÞ, riÞ, [30]

where PðwiÞ and PðriÞ measure the frequency of a
specific word/rating in the entire data set.

To measure the contribution of words and ratings
in the Dell computer data set on a comparable scale,
we compute their average information gain in the sen-
timent classification. According to the training results
in the offline stage, the average information gain of
words and ratings in the experimental data set is
0.226 and 0.378, respectively. It proves that ratings,
providing higher information gain, are more inform-
ative than words in inferring the latent sentiment
polarity of documents.

6.2. Comparison of sentiment estimation

Moreover, we compare the words and ratings in the
Dell computer data set by discussing their perform-
ance in estimating the document-level sentiment dis-
tributions under different sample size. The sentiment
distribution pt is estimated based on ndt words and
mdt ratings according to Eq. [13], which can be fur-
ther decomposed into

p̂t, l ¼ mdt

ndt þmdt
� p̂rating

t, l þ ndt
ndt þmdt

� p̂word
t, l ,

l ¼ 1, :::, S,
[31]

where p̂rating
t, l and p̂word

t, l are represented as the senti-
ment distributions individually derived from ratings
and words:
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p̂rating
t, l ¼ mdt , l

mdt
� 1
1þ q

þ p̂rating
t�1, l �

q
1þ q

, l ¼ 1, :::, S,

p̂word
t, l ¼ ndt , l

ndt
� 1
1þ q

þ p̂word
t�1, l �

q
1þ q

, l ¼ 1, :::, S:

[32]

Figure 4 shows the average KL divergence between
the target sentiment distribution and the estimated
sentiment distributions that are individually derived
from words or ratings. With the increase of sample
size, the estimated sentiment distributions become
more accurate and approach the target one.
According to the comparison results in Figure 4, rat-
ings show lower noise and higher effectiveness in the
estimation of latent sentiment distributions compared
with words of the same sample size. It explains why

the incorporation of ratings would result in a signifi-
cant improvement in detecting sentiment shifts.

7. Conclusion

This article focuses on the modeling and monitoring of
online customer reviews including text words and rating
scores, which provide significant information of customer
opinions and quality concerns for online products and
services. Our method can fully incorporate the mixed-type
data for monitoring, with ratings indicating the latent sen-
timent polarities and review texts interpreting the related
topics. Specifically, the daily collected review texts and user
ratings to be monitored are connected through a joint
generative sentiment-topic model (sequential JST-RMR)
and approximated by their latent sentiment/topic distribu-
tions. A two-chart control scheme is constructed for shift

Table 4. Diagnostic accuracy of OC variables.

No. KL divergence
SRJST Sequential JST-RMR

n ¼ 1,000 n ¼ 1,200 n ¼ 1,000 m ¼ 200

Topic shift 1 0.000371 0.153 0.157 0.149
2 0.001442 0.359 0.450 0.393
3 0.003166 0.619 0.670 0.625
4 0.008429 0.900 0.926 0.891

Sentiment shift 1 0.000475 0.405 0.434 0.427
2 0.001266 0.620 0.709 0.616
3 0.004629 0.832 0.862 0.825
4 0.009680 0.872 0.904 0.869

Figure 4. Average KL divergence between the target and the estimated sentiment distributions.
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detection in both user sentiments and related topics based
on the results of sequential JST-RMR modeling. And a
diagnostic procedure is developed for identifying the truly
OC terms after a process change is detected.

We demonstrate the implementation of the pro-
posed method on a real-world data set. The proposed
monitoring scheme is compared with a benchmark
method that considers only text words in the moni-
toring. Through simulation study, we have shown that
the proposed sequential JST-RMR scheme outper-
forms the benchmark scheme of SRJST in detecting
both sentiment and topic shifts when both schemes
are implemented on the same amount of words. It is
noted that the incorporation of user ratings in the
sequential JST-RMR results in higher improvement of
sentiment shift detection than adding the same
amount of words in the SRJST, as ratings are proven
to be more informative than words in the inference of
sentiments. However, the incorporation of ratings in
the sequential JST-RMR is less efficient for the topic
shift detection than adding the same amount of words
in the SRJST, as ratings do not directly provide infor-
mation about document-level topics.

Future research can be motivated by the following
points: (1) As review words in one day are aggregated
for daily monitoring, the longer reviews, mostly negative
ones, are naturally given higher weights, which may lead
to underestimation of the overall quality. We believe the
weight allocation strategy (or more generally speaking,
information aggregation strategy) among review collec-
tions is a topic that is worth more in-depth study. (2)
Besides the overall ratings that accompany the observed
review texts, there are an increasing number of websites
providing user ratings on specific aspects. Future
research on the monitoring of customer responses can
be extended by investigating the aspect ratings, through
which the relationship between topics and sentiments
can be constructed more appropriately.
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Appendix A. Weighting mechanism between
words and ratings

Both words and ratings are used for the estimation of docu-
ment-level sentiments as shown in Eq. [13]. To explore the
weighting mechanism between words and ratings, Eq. [13]
can be represented in a more general form by incorporating
a weight parameter r:

p̂t, l ¼ ndt , l þ rmdt , l

ndt þ rmdt
� 1
1þ q

þ p̂t�1, l � q
1þ q

, l ¼ 1, :::, S,

where r measures the relative weight of a rating to a
word in the document-level sentiment prediction.

The choice of r varies among studied data sets, and
greedy algorithm is used to obtain its best setting. For
example, Figure A1 shows the model performance in senti-
ment prediction under different values of r, where the per-
formance is measured by the average KL divergence
between the estimated sentiment distribution p̂t and its tar-
get value based on the simulated review documents in
Section 5.1. A lower KL divergence indicates higher accur-
acy of sentiment prediction. We can see it from Figure A1
that the best performance is achieved under values of r 2
½1, 2� among various scenarios of simulation, and the results
are robust in this range. Specifically, we set r¼ 1 for the
experimental data set in this study such that words and rat-
ings are equally treated.

Figure A1. Average KL divergence between the target and the
estimated sentiment distributions under different values of
weight parameter r.
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